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We have performed angle-resolved photoemission spectroscopy measurements and first-principles
electronic-structure calculations on the electron-doped high-T, superconductors (HTSCs) Ln; gsCe( 15CuOy
(Ln=Nd, Sm, and Eu). The observed Fermi surface and band dispersion show such changes that with decreas-
ing ionic size of Ln** (increasing chemical pressure), the curvature of the Fermi surface or —t'/¢ decreases,
where ¢ and ¢’ are transfer integrals between the nearest-neighbor and next-nearest-neighbor Cu sites, respec-
tively, explaining the apparently inconsistent behavior seen in the hole-doped HTSC La,_,Sr,CuO, under
epitaxial strain. Around the node, the antiferromagnetic gap is opened with increasing chemical pressure. We
propose that the nodal gap opening is possibly due to the decrease in —t'/¢ through the improved nesting,

leading to the decrease in 7.
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I. INTRODUCTION

Since the discovery of the high-7, superconductors
(HTSCs),! a large number of studies have been performed in
order to obtain higher critical temperatures. Among them,
pressure effects have attracted much attention because it
causes a dramatic increase in 7, in many systems. For ex-
ample, in HgBa,Ca,Cu;0,4, which has the highest 7, among
HTSCs, T, rises from 135 to 164 K in a hydrostatic
pressure.” In addition to mechanical pressure,~ the effect of
epitaxial strain in thin films grown on single crystalline
substrates,$10 and the effect of “chemical pressure,” where
the lattice constants are varied through substitution of ions
with different ionic radii,''~! have been studied so far. The
effects of epitaxial strain and chemical pressure on 7, are
consistent with the mechanical pressure in many cases® !0
but the mechanism of the 7. changes has not been under-
stood yet. Also, differences in 7. between different cuprate
families are expected to provide crucial information about
the mechanism of high-7, superconductivity and have been
discussed extensively.'*"!” According to first-principles cal-
culations, the shape of the Fermi surface strongly depends on
the distance dc,.oq, between the copper and the apical oxy-
gen. A long dcy.0,p leads to a strong curvature of the Fermi
surface, namely, a large value of —¢'/ t,'* where ¢ and ¢’ de-
note transfer integrals between the nearest-neighbor and
next-nearest-neighbor Cu sites, respectively, in the single-
band tight-binding model. However, the angle-resolved pho-
toemission spectroscopy (ARPES) results of La,_,Sr,.CuO,4
(LSCO) under epitaxial strain have demonstrated that com-
pressed in-plane lattice constant and hence increased dcy.oqp
resulted in a decrease in —¢'/£,'®!° contrary to the material
dependence of —¢'/1.'* That is, the relationship between the
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crystal structure and the electronic structure of cuprates ap-
pears to be more complicated.

In order to clarify the above issues, we have focused on
the electron-doped HTSCs Ln,_,Ce , CuO, (Ln=Nd, Sm, and
Eu), where with decreasing ionic radius of Ln** from Ln
=Nd to Eu, chemical pressure increases, that is, both in-
plane and out-of-plane lattice constants become small.'l"1?
Since these materials have no apical oxygen, the shape of the
Fermi surface is not related to the dc,.q,p but determined by
other contributions such as the in-plane lattice constant. With
increasing chemical pressure, the 7, of this system
decreases.'>!3 In addition, the system shows systematic
changes in the x—T phase diagram as follows. With increas-
ing chemical pressure, the superconducting phase shrinks?%-!
and the antiferromagnetic phase expands to the higher dop-
ing levels.??~2* Particularly, in Sm,_,Ce CuQ,, there is a re-
gion where the superconducting phase and antiferromagnetic
phase coexist around x=0.15. The systematic change in an-
tiferromagnetic phase in this system may suggest that the
effect of antiferromagnetism becomes strong with chemical
pressure. However, it is not clear why this system shows the
systematic changes in antiferromagnetism. Therefore, it is
highly desired to investigate the electronic structure of the
Ln,_,Ce CuO, by ARPES.

In this paper, we report on an ARPES study and first-
principles electronic-structure calculations for the electron-
doped HTSCs Ln,_,Ce,CuO, (Ln=Nd, Sm, and Eu). The
present results show that chemical pressure reduces the cur-
vature of the Fermi surface as in the case of the ARPES
results on LSCO thin films.'® Further analysis of the band
dispersions has revealed that the increase in ¢ as a result of
the decrease in the in-plane lattice constant has a significant
effect on the Fermi-surface shape. From these results associ-
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FIG. 1. (Color online) ARPES intensity within £30 meV of the
Fermi level (Ep) plotted in momentum space for (a) NCCO, (b)
SCCO, and (c) ECCO. The data were taken over a Brillouin-zone
octant and symmetrized with respect to the (0,0)-(7r, 7) line. White
circles show the peak positions of MDCs at Ef, indicating the shape
of the Fermi surface or underlying Fermi surface. Solid red curves
and dashed pink curves show the Fermi surface obtained by tight-
binding fit to the ARPES data assuming the paramagnetic and anti-
ferromagnetic band structures, respectively. Inset: schematic dia-
gram of the hot spot. A black curve and a red dashed line represent
the Fermi surface and the antiferromagnetic Brillouin-zone bound-
ary, respectively. The intersecting points of them are hot spots as
shown by blue circles.

ated with T, variation, we suggest the empirical relationship
between —t'/t and T, for the electron-doped HTSCs. Also,
around the node the opening of the antiferromagnetic gap
was observed with chemical pressure. We shall discuss the
superconductivity from the systematic change in this antifer-
romagnetic gap and —t'/¢.

II. EXPERIMENT

High-quality single crystals of optimally doped
Nd]_ssce()Alscuoz‘ (NCCO), SmlA85C60A15Cu04 (SCCO), and
Eu, 35Ceq sCuO, (ECCO) were grown by the traveling sol-
vent floating-zone method. The 7,’s of NCCO, SCCO, and
ECCO were ~22, ~16, and 0 K, respectively. There was
slight deviation in the Ce content and/or the oxygen stoichi-
ometry from the indicated composition, as reflected on small
differences in the Fermi-surface areas among NCCO, SCCO,
and ECCO. The ARPES measurements were performed at
beamline 28 A of Photon Factory, Institute of Materials
Structure Science, High Energy Accelerators Research Orga-
nization (KEK), using incident photons with energy of 55 eV,
at which the band dispersion is clearly observed.”> We used a
SCIENTA SES-2002 electron-energy analyzer (acceptance
angle ~15°) in the angle mode, and used a five-axis
manipulator.”® We cleaved the samples in situ. The incident
angle of photons changed from 45° to 25° to the sample
surface. The total-energy resolution and momentum reso-
lution were 15 meV and 0.2°, respectively, and samples were
measured at ~10 K. The Fermi edge of gold was used to
determine the Fermi-level (Eg) position and the instrumental
resolution before and after the ARPES measurements.

III. RESULTS AND DISCUSSION

Figure 1 shows plots of ARPES intensity at Er in NCCO,
SCCO, and ECCO in two-dimensional momentum space.
The suppression of the intensity is seen near the “hot spots,”
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i.e., the intersecting points of the paramagnetic Fermi surface
and the antiferromagnetic Brillouin-zone boundary [see the
inset in Fig. 1(c)]. This suppression is due to the scattering of
electrons at Er by antiferromagnetic fluctuations or by (qua-
si)static antiferromagnetic correlation with wave vector
(7, ) as discussed in previous ARPES studies.”>?” Around
(77,0), one can see that the intensity becomes strong in going
from NCCO to ECCO. Since the appearance of the intensity
in this region is due to a shadow band whose origin is the
effect of antiferromagnetism, the results indicate that the ef-
fect of antiferromagnetism becomes strong in going from
NCCO to ECCO, consistent with the results indicated by the
x—T phase diagram.??>-2* White circles in Fig. 1 represent the
peak positions of the momentum distribution curves (MDCs)
at Er and represent the Fermi surface or remnant Fermi sur-
face. As seen from Fig. 1, the curvature of the Fermi surface
in NCCO is the strongest among the three materials.

We quantitatively evaluated the difference of the curva-
ture among the three compounds using a tight-binding model
as follows. We used two-dimensional antiferromagnetic
tight-binding model,

€— =gy * VAE? + 41*(cos k.a + cos /’cya)2

—4t" cos ka cos kya - 2t"(cos 2k.a + cos 2k,a),

where ¢, t', and 1" are transfer integrals between the nearest-
neighbor, second-nearest-neighbor, and third-nearest-
neighbor Cu sites, respectively, g, represents the center of
the band relative to the chemical potential u, and 2AFE is the
potential-energy difference between the spin-up and spin-
down sublattices.

First, we fitted the calculated Fermi surface to the set of
white circles in Fig. 1 by adjusting the parameters —¢'/¢ and
—go/t. We note that the curvature of the Fermi surface de-
pends on the ratio —¢'/¢ and not on each of ¢ and ', and only
very weakly on —gy/t. Assuming that —"/¢'=0.50, we ob-
tained —¢'/t=0.20, 0.12, and 0.11 for NCCO, SCCO, and
ECCO, respectively, and gy/r=-0.12, 0, and -0.05 for
NCCO, SCCO, and ECCO, respectively. The Fermi-surface
area was allowed to deviate slightly from what is expected
for 15% Ce doping because of nonstoichiometry. Note that
when we performed the same analysis retaining only the
second-nearest-neighbor Cu hopping (#'=0), we obtained
—t'/t=0.40, 0.23, and 0.21 for NCCO, SCCO, and ECCO,
respectively, showing a similar tendency to the case of
—t"/t'=0.50. The present fitted results demonstrate that the
curvature of the Fermi surface monotonically decreases from
NCCO to SCCO to ECCO.

Next, we evaluated the absolute values of ¢ and ¢’ by
fitting the calculated band dispersion to the MDC and/or
energy-distribution-curve (EDC) peak positions with —' /1
and —¢g/t fixed at the above values. Because the position of
the “flat band” at ~(77,0) is sensitive to —¢', it can be used to
determine ¢" and ¢ separately. Figure 2 shows the E—k plot of
ARPES intensity for NCCO, SCCO, and ECCO along two
different cuts as shown in the inset. Panels (d)—(f) show that
the position of the band around the (7,0) point becomes
shallower in going from NCCO to ECCO, indicating that —¢’
decreases. As a result, we obtained r=0.27, 0.30, and 0.32 for
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FIG. 2. (Color online) ARPES intensity plot in energy-
momentum space in the nodal and antinodal regions of the Brillouin
zone compared with tight-binding energy bands. (a) and (d):
NCCO; (b) and (e): SCCO; and (c) and (f): ECCO. The cuts are
shown in the inset. The direction of the cut is shown in the inset.
Squares and circles denote EDC peak positions and MDC peak
positions, respectively. Blue solid curves and blue dotted curves
represent the paramagnetic energy band and shadow band, respec-
tively, obtained by the tight-binding analysis. The spectral intensity
of the antiferromagnetic band is represented by the size of red
squares.

NCCO, SCCO, and ECCO, respectively, and AE=0.07, 0.09,
and 0.11 for NCCO, SCCO, and ECCO, respectively. In the
indication of antiferromagnetic tight-binding bands with the
above parameters, we have assumed that the spectral inten-
sity is proportional to the projected weight of the antiferro-
magnetic band to the paramagnetic band. We have presented
the spectral intensity by the size of the point as shown in Fig.
2. In the nodal region [panels (a)—(c)] the experimental band
dispersion as well as spectral weight is well explained by the
antiferromagnetic band while around the (,0) region [pan-
els (d)—(f)], the experimental one cannot be explained by the
antiferromagnetic band well but rather by the paramagnetic
band (AE=0). These fitting results may indicate that the k
dependence of the antiferromagnetic gap AE exists beyond
standard band theory of the antiferromagnetic state, as pre-
dicted by a recent variational Monte Carlo study.?

In Fig. 3, we present EDCs in the nodal direction for
NCCO, SCCO, and ECCO. The EDCs at the Fermi momen-
tum for these materials are superposed in Fig. 3(d). A leading
edge (LE) shift, which is the indication of the gap, is ob-
served for SCCO (LE shift: ~5 meV), consistent with a
recent ARPES study on Sm; g¢Ce 4,Cu0,,?° and for ECCO
(LE shift: ~30 meV), but not observed for NCCO, indicat-
ing an increase in the effect of antiferromagnetism in going
from NCCO to ECCO. Considering the variation in 7, of
these materials, the results suggest the competition between
superconductivity and antiferromagnetism. Note that the sys-
tematic variation in the effect of antiferromagnetism is evalu-
ated from the tight-binding analysis through the increase in
AE as shown in Fig. 4. The increase in AE may result from
the increase in the antiferromagnetic interaction between Cu
sites J caused by the increase in ¢ through J=4¢%/U.

In order to see the effect of chemical pressure on the band
structure from first-principles calculation, we have carried
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FIG. 3. (Color online) EDCs for (a) NCCO, (b) SCCO, and (c)
ECCO around the nodal kg point. Blue thick EDCs represent EDCs
at kp. The direction of the cut is shown in the insets. (d) EDCs of
NCCO, SCCO, and ECCO at the nodal kg point.

out muffin-tin-orbital (MTO)-based N-MTO calculations®®
within the framework of local-density approximation (LDA)
and extracted the transfer integrals corresponding to 7, t’, and
" in the tight-binding model. For this purpose, an effective
Cud,>_,> basis was defined by means of the downfolding
procedure, by integrating out all the degrees of freedom re-
lated to Ln, O, and Cu except for Cu dxz_yz. The effective
basis, constructed in this manner, serves the purpose of the
Wannier-type function corresponding to the single band
crossing the Eg. The real-space Hamiltonian defined in the
basis of these effective, Wannier-type orbitals provides the
information about the various transfer integrals, connecting
various Cu sites. This method has been applied successfully
in the case of hole-doped cuprate compounds.'* Calculations
have been carried out for Ln=Nd and Sm. The calculated
band structure for Ln=Nd and Sm are shown in Figs. 5(a)
and 5(b), respectively. Wannier-type function corresponding
to LDA conduction band projected in Cu-O plane are shown
in lower panels in Fig. 5. The central part of the function has
the Cu d,2_,> symmetry while the tails are shaped according
to integrated out orbitals such as O-p, Cu-d orbitals other
than Cu d,2_,» and Nd/Sm orbitals. From the above calcula-
tion, —t'/t turned out to be 0.34 (r=0.41 eV and ¢’

05 0.4 0
(a) (b)
Oneeenl, i5
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FIG. 4. (Color online) [(a) and (b)]: tight-binding parameters as
functions of in-plane lattice constant. As the in-plane lattice con-
stant decreases, —t’ and —t'/t decreases while ¢ and AE increase.
Dashed lines are results from the LDA calculations. LSCO data are
taken from Refs. 14 and 32.
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FIG. 5. (Color online) Upper

panels: LDA band structure (in
dotted lines) of Nd,CuO, and
Sm,CuO, in comparison with

downfolded one band (in red solid
lines). Middle panels: computed
Cu-Cu hopping interactions plot-

ted as a function of Cu-Cu dis-
tance in units of in-plane lattice
constant a (=3.94 A for Nd,CuO,
| and =391 A for Sm,CuOy).
Lower panels: Wannier-type func-
B tion corresponding to LDA con-
duction band projected in Cu-O
7 plane. The central part of the func-
tion has the Cud,_» symmetry
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orbitals.

=-0.14 eV) for NCCO and 0.29 (t=0.44 eV and ¢
=-0.13 eV) for SCCO, quantitatively consistent with the
experimental results as shown in Fig. 4. Moderate change in
—t'/t, compared with the hole-doped cuprate family is ex-
pected considering the absence of apical oxygen in the 7’
structure, one of the key controlling factor in determining
—t'/t.'* Also, according to cellular dynamical mean-field
theory,3! —#'/t is reduced by electron correlation over the
LDA estimate for electron-doped cuprates and increased for
hole-doped systems, with the effect being strong for
electron-doped case at low doping level. This may explain
the disparity in the quantitative values of —' /¢ as seen in Fig.
4, where for LSCO a good agreement in —t'/¢ between the
LDA and the experimental estimate was observed.
Considering the nearest-neighbor Cu-Cu transfer integral ¢
to be given by the relationship 1=2(1,,)*/ (g,—¢,), Where 1,4
and g,—g, are the Cu 3d-O 2p transfer integral and the on-

site energy differences, respectively, defined within the three
band model, the increase in # in going from Nd to Sm is
contributed both by the increase in 7,, due to contraction of
the lattice, as well as due to decrease in (g,~¢,) caused by
the replacement of Nd by Sm. Our NMTO-downfolding cal-
culations keeping oxygen-po degrees of freedom active in
addition to Cu d,2_,» gives a 8% change in 7,, while the rest
is contributed by the change in (g,~¢,). The decrease of the
second-nearest-neighbor hopping, ¢’ in moving from Nd to
Sm is, on the other hand, contributed by the decrease in the
0-O hopping, 1, as obtained in our two-band calculations,
presumably caused by the different cation covalency effect
between Nd and Sm.

We now turn our attention to the case of strained LSCO
thin films. In LSCO, the reduced in-plane lattice constant by
compressive strain lead to the decrease in —t'/t,'® as in the
present electron-doped system. Hence, the experimental re-

014510-4



EFFECTS OF CHEMICAL PRESSURE ON THE FERMI...

sults indicate that the reduced in-plane lattice constant re-
sulted in the reduced value of —¢'/t both under chemical
pressure and epitaxial strain and both for the hole-doped and
electron-doped compounds. Also, since the electron-doped
HTSCs have no apical oxygen, the shape of the Fermi sur-
face in our experiment is not related to dc,_q,p but is related
to the in-plane lattice constant including the effect of O-O
hopping. Therefore, we consider that in the strained LSCO
film the effects of in-plane lattice constant is stronger than
those of dcy.oqp-

Finally, we discuss the superconductivity from the view-
point of the systematic change in —t' /¢ and the antiferromag-
netic gap around the node with chemical pressure. In the
hole-doped HTSC:s, there is an empirical trend that the larger
—t'/t is, the higher T, becomes.!* The present results on
—t"/t in the electron-doped system follow the same trend, but
considering the LDA estimates of —t'/t, the predicted T.
would be higher, ~90 and ~70 K for NCCO and SCCO,
respectively. The gap opening in the nodal direction may
explain the generally low T,’s in the electron-doped systems
compared with hole-doped ones as well as the systematic
suppression of 7. with chemical pressure because electrons
near the nodal point significantly contribute to the supercon-
ductivity, according to the Raman-scattering studies®> and
variational cluster calculations.’* In addition, in going from
NCCO to ECCO, the compression of the out-of-plane lattice
constant becomes strong compared with that of the in-plane
lattice constant.!! The decrease in the interlayer distance may
cause the development of the three-dimensional antiferro-
magnetic order, leading to the large antiferromagnetic gap
around the node. One may consider that since —t'/t of SCCO
is closer to that of ECCO than that of NCCO, the effect of
—t'/t is not important for superconductivity. Indeed, as
shown in Fig. 3(d), the size of the antiferromagnetic gap
rather than —t'/t is likely to be more intimately connected
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with 7,.. However, it is also important to note that the re-
duced —t'/t enhances the effect of antiferromagnetism
through strengthened nesting, resulting in the increased gap
in the nodal region. As for the hole-doped HTSCs, it has
been argued that the relationship between —t'/t and T, is
caused by the enhancement of stripelike antiferromagnetic
fluctuations for small —¢'/1.

IV. CONCLUSION

In conclusion, we have performed ARPES and first-
principles electronic-structure calculation studies of NCCO,
SCCO, and ECCO in order to elucidate the variation in elec-
tronic structure by chemical pressure. As the in-plane lattice
constant decreases, —t'/t decreases and ¢ increases, consis-
tent with the previous ARPES results on strained LSCO
films. This suggests that the variation in the in-plane lattice
constant has a great influence on the electronic structures.
We consider that the decrease in 7, with increasing chemical
pressure is attributed to the antiferromagnetic gap opening
near the nodal point possibly through the change in the
Fermi surface.
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